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Project Description and Impacts

~7

. . "o’/\/ ‘})MDframe
This project targets one of the { ’/analysis
most common simulations at on the fly
petascale: molecular dynamics
(MD) simulations studying the
(classical) time evolution of a
molecular system at atomic
resolution.

Overview:

Next-generation computing
systems will have dramatically
higher performance than
current  systems. But 1/O
bandwidth and parallel file
system capacity will not grow at
the same rate. Burst buffers and
I/O staging will not be able to
address the analysis challenges
in MD simulations. Parallel File System

Our goal is developing new comprehensive workflows for MD
simulations in which HPC meets data analytics.

Data Representation for Trajectory Analysis

Analysis Approach:

We represent macromolecules (e.g., from MD frames) in a way
that exposes their structure (i.e., secondary and tertiary
characteristics) and can be processed efficiently through state-
of-the-art machine learning techniques such as convolutional
neural networks.
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By harnessing data from ensembles of MD trajectories in situ,
we capture rare events and state transformations in MD
trajectories at runtime.

Simulation and Analytics Integration

In Situ Approach:

Our approach transforms the centralized nature of canonical
MD analysis into a distributed one performed in situ.

e Designed to support a broad range of MD codes, and

enables on-the-fly tuning of MD workflows (i.e., stop, start,
and fork MD jobs).
Analyzes data as they are generated, save to disk only what
is really needed for future analysis, and annotate MD
outputs to drive the next steps in increasingly complex MD
workflows.
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Application to Relevant MD Systems

Dynamic information extraction:

Use our approach to extract and annotate quantitative

information about the dynamics of complex molecular

machines in the membrane as the MD simulations evolve.

Specific example: The Human dopamine transporter (hDAT)
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Spontaneous Inward Opening of the Dopérﬁine Transporter Is Triggered by PIP2-Regulated
Dynamics of the N-Terminus
Khelashvili et al. (ACS Chemical Neuroscience 2015 6 (11), 1825-1837DOI: 10.1021/acschemneuro.5b00179)
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