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Develop optimizations to VPICs particle storage format that reduces particle memory usage by up to
31.25% and enables an increase in particle count by up to 40%

Demonstrate that our optimizations enable significantly larger
simulations and produce accurate scientific results

Contributions:

Motivation Optimizing Particle Weight Storage
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float dx // Position Position = (dx.dy) Position = (i*Hx+dx j*Hy-+dy) solution. Simulation space is split into 10,000 cells.
float dy . - VPIC VPIC+CW+HP C lusi
float dz . Half-precision position (HP) dx float M  31.25% onciusions
float ux // Momentum combined with constant dy float EIENEEE  memory . Half precision combined with local . Add support for CPU half precision
float uy particle weight (CW) dz float ==== savings coordinates is a viable path for reducing hardware
drastically reduces storage X ant T > particle storage while maintaining accuracy | | . Increase precision by using fixed
float uz requirements and allows EZ ﬂgzt EEEE . Optimized particle storage enables a ~40% point particle position
int 1 // Cell index Memory usage of key VPIC structures using more particles to fit in the i int THIHINE increase in number of particles simulated . Investigate optimizations for particle
float w // Weight a test problem with 317,030,400 particles. same amount of memory w float [ A0 using the same amount of memory momentum
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