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Abstract 
Every year there are surveys conducted by the National Center for Health Statistics to analyze 
the health and nutritional intake of children and adults in the United States. These surveys are 
known as the National Health and Nutrition Examination Survey (NHANES) and gathers its 
data by getting participants to record their food intake and all the information about the food 
they are eating. The dataset uses USDA food codes to classify each food categorically 
dependent on if it’s a grain, dairy, etc. This project sets out to find a better way of grouping 
these foods by their nutritional value rather than what kind of food groups they’re a part of. This 
classification is especially important for the NHANES dataset s the purpose of the survey is to 
conduct the health of the country. The NHANES dataset is also perfect for grouping the foods 
as it has all the nutritional values for each food. Having a way to group foods by their nutritional 
value is also helpful to consumers when they want to eat more healthfully or have dietary 
restrictions. This project is an extension of Michael Wyatt’s project where I expand on his ideas 
of finding methods to distinguish how to group the food items. 

Methodology 

• Preprocess the data in order to parallelize computation 
• Use DBSCAN clustering algorithms to group the foods together based on their nutritional 

value 
• Use different correlation techniques to determine which items should cluster together and 

finding an appropriate epsilon area for each correlation using elbow method 

Preprocessing 
• The data is set up into nutritional categories where each row represents a certain food item 
• Need to normalize each food item and get rid of empty and redundant data 
• Put into form to work with Pyspark efficiently 

Metrics and Correlation Factors 

• Similar to Euclidean distance 
• Not good for multidimensional 

data analysis 
• Clusters have very large diameter 

Manhattan Distance 

Pearson Correlation 

• Shows how data relates to each other 
linearly making it better for 
multidimensional data 

• Clusters have smaller diameter which 
means better clustering 

• Same as Pearson Correlation but 
with the mean set to 0 

• Approach Michael Wyatt used in his 
paper 

• Clusters have smaller diameter 

• USDA is clustered by how many digits at the beginning of the code match, not good 
for showing nutritional value 

• Eisen and Pearson both perform very well when looking at clusters that are more 
compact and have farther separation when compared to USDA’s clustering 

• Manhattan performs poorly most likely due to the high dimensions of dataset 

Final Results  

Conclusion 

• High dimension correlation works better 
• Infinitely many ways to define correlation 
• Our clusters could allow people to make more informed 

choices when wanting to eat healthily 
• USDA’s groupings are misleading and are only 

convenient for categorizing foods 

Eisen Cosine Similarity 
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Figure 1 Examples of how 

common clustering algorithms 

perform under certain conditions 

Figure 2 Showing the benefits of 

DBSCAN compared to other common 

clustering algorithms 

Figure 3 Example of how to use the 

elbow method to find a good epsilon 

value, for this example epsilon = 0.1 

Figure 4 Table showing part of what the raw data from the NHANES dataset looks like 

Figure 5 Clustering of food items using Manhattan 

distance as metric to determine similarity between food 

points 

Figure 6 Box and whisker plot showing the diameters of 

the different clusters when using Manhattan distance. 

Lower is better 

Figure 7 Clustering of food items using Pearson 

correlation as metric to determine similarity between 

food points 

Figure 8 Box and whisker plot showing the diameters of 

the different clusters when using Pearson correlation. 

Lower is better 

Figure 9 Clustering of food items using Eisen cosine 

similarity as metric to determine similarity between food 

points 

Figure 10 Box and whisker plot showing the diameters 

of the different clusters when using Eisen cosine 

similarity. Lower is better 

Figure 11 Showing off results from presented experiments and comparing results to USDA 2-digit and 3-digit clustering results 

Figure 12 Table comparing results of each metric. Pearson performed the best Figure 13 Comparing Diameter of 

clusters and the separation of clusters 

between Eisen cosine similarity and 

Pearson correlation. Higher separation 

is better, lower diameter is better 


