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machine learning models are applied to
data gathered through the Quantopian
Research platform[1l] to make predictions
on buy and sell signals. The Moving
Average Distance (MAD) strategy between
21 and 252 days, along with sentiment
analysis of news and tweets are taken into
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Figure 1. Factors affecting Stock Price.
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dataset I1s bullt from stock data between
2018-01-01 to 2020-01-1.

Figure 4. ROC curves for Logistic Regression, Random Forest and Naive Bayesian(L-R).
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